Biased attention to emotional stimuli plays a key role in the RDoC constructs of Sustained Threat and Loss. In this article, we review approaches to assessing these biases, their links with psychopathology, and the underlying neural influences. We then review evidence from twin and candidate gene studies regarding genetic influences on attentional biases. We also discuss the impact of developmental and environmental influences and end with a number of suggestions for future research in this area.
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**INTRODUCTION**

A key goal of the Research Domain Criteria (RDoC) project, which grew out of Strategy 1.4 of the 2008 NIMH Strategic Plan, is to "develop new ways of classifying disorders based on dimensions of observable behaviors and brain functions". A promising line of research toward this goal focuses on individual differences in the processing of emotional information. The ability to flexibly allocate one's attention to relevant social cues in the environment is essential for adaptive functioning and deficits in this ability play a central role in various domains of psychopathology, including depression and anxiety. Indeed, as highlighted by the workshop on the RDoC Negative Valence Systems Domain, the constructs of Loss and Sustained Threat are both characterized by biases in attention to specific types of affectively salient stimuli.¹

The RDoC matrix defines constructs across multiple units of analysis including genes, molecules, cells, neural circuits, physiology, behavior, and self report. Attentional biases can be assessed at the behavioral (via reaction times or eye tracking) or physiological (via event-related potentials [ERPs]) unit of analysis. At the neural circuit unit of analysis, attentional biases relevant to both constructs are thought to be driven by a combination of bottom-up and top-down processes within the brain's emotional circuitry (particularly amygdala and regions of prefrontal cortex; for reviews, see Bishop, 2008; Frewen et al., 2008; De Raedt and Koster, 2010; Disner et al., 2011).

Despite common neural influences, however, the focus and time course of these attentional biases is hypothesized to differ across the two RDoC constructs with the Loss construct associated specifically with difficulty disengaging attention from stimuli reflecting themes of sadness or loss (e.g., sad faces) and the Sustained Threat construct associated specifically with quick initial orienting of attention to threat-relevant stimuli (e.g., angry or fearful faces). At the physiological unit of analysis for both the Loss and Sustained Threat constructs, the RDoC matrix highlights disruption in HPA

¹In this review, we focus only on biases in visual attention to emotional stimuli.
axis activity, which is reciprocally associated with attentional biases [van Honk et al., 1998; Pilgrim et al., 2010; Browning et al., 2012; Hakamata et al., 2013; Ursache and Blair, 2015] and likely plays a role in the impact of environmental influences on these biases, further highlighting links across units of analysis for these constructs.

The primary goal of this review is to discuss what is currently known about genetic influences on attentional biases. Before doing this, however, we first review methods used to assess attentional biases, the relations of these measures with depression and anxiety, and neural influences thought to underlie these biases. We then review research examining genetic influences on attentional biases. In doing so, we highlight both twin and candidate gene studies. We also discuss the impact of developmental and environmental influences, highlighting how they may interact with genetic influences. Finally, we end with a number of suggestions for future research in this area. At the outset, we must acknowledge that although RDoC focuses on constructs that may cut across current diagnostic boundaries, most of the extant research on attentional biases has focused on differences between diagnostic groups rather than associations with more focused, continuous symptom domains (e.g., low positive affect or anxious arousal) that may be more specifically associated with disruptions across units of analysis in each construct. This said, a review of current research provides an important starting point for discussing the current state of the field and important areas of research for studies seeking to understand the role of attentional biases in the RDoC Loss and Sustained Threat constructs.

MEASUREMENT OF ATTENTIONAL BIASES

The method most commonly used by researchers to assess attentional biases in depression and anxiety is the dot probe task [MacLeod et al., 1986], which is depicted in Figure 1. As can be seen in the figure, each trial starts with a fixation cross, typically presented for 500 msec. Next, two stimuli, one emotional and one neutral, are presented simultaneously on a computer screen. After a given amount of time (e.g., 500 or 1000 msec) the stimuli disappear and a probe appears in the same location as one of the stimuli. Participants are asked to respond as quickly as possible to the location of the probe (e.g., left or right side of screen) or the type of probe presented (e.g., letter “e” or “f”). Following this is a blank screen for a given inter-trial interval (ITI) before the start of the next trial.

Traditionally, researchers have focused on reaction time (RT) indices of attentional bias derived from the dot-probe task based on the assumption that reaction times to the probe will be faster if one’s attention is already allocated to that side of the visual field. Therefore, preferential attention to emotional information is inferred when reaction times are quicker to probes occurring in the same location as the emotional stimuli than to probes occurring in the same location as the neutral stimuli. In contrast, attentional avoidance of emotional information is inferred when reaction times are quicker to probes occurring in the same location as the neutral stimuli than to probes occurring in the same location as the emotional stimuli. In addition to RT indices of attentional bias, more recent research has utilized eye tracking [for a review, see Armstrong and Olatunji, 2012] or event-related potentials [e.g., Holmes et al., 2009; Kappenman et al., 2014a,b] to gain a more direct measure of attentional allocation and to differentiate initial orienting versus sustained attention in this task.

Another commonly used assessment of attentional bias is an emotional variant of the Posner spatial cueing task [Posner, 2007]. As can be seen in Figure 2, this task is similar to the dot probe but only one stimulus appears on the screen at a time, which serves as either a valid or invalid cue for the location of the probe when it appears. On “valid” trials, which typically occur on approximately 80% of the trials, the probe appears on the same side of the screen as the stimulus. In contrast, on “invalid” trials (~20% of trials), the probe appears on the opposite side of the screen as the stimulus. As with the dot probe task, participants are asked to respond as quickly as possible to the location or type of probe presented. One potential benefit of this task compared to the dot probe is that it may provide a more specific index of attentional engagement versus disengagement since only one stimulus is present on the screen at a time.

Although researchers have typically focused on RT indices of attentional bias in this task, some studies have also used this task to collect ERP indices of attentional bias [e.g., Pollak et al., 2001; Pollak and Tolley-Schell, 2003].

More recently, researchers have begun to use passive viewing tasks in which participants are shown multiple stimuli on a computer screen at the same time while their eye gaze patterns

![FIG. 1. Sample trial in the dot probe task. Each trial starts with a fixation cross, typically presented for 500 msec. Next, two stimuli, one emotional and one neutral, are presented simultaneously on a computer screen. After a given amount of time (e.g., 500 or 1000 msec) the stimuli disappear and a probe appears in the same location as one of the stimuli. Participants are asked to respond as quickly as possible to the location of the probe (e.g., left or right side of screen) or the type of probe presented (e.g., letter “e” or “f”). Following this is a blank screen for a given inter-trial interval (ITI) before the start of the next trial.](image-url)
are recorded with an eye tracker. An example of this type of task is presented in Figure 3. As can be seen in the figure, each trial starts with a fixation cross and then four emotional stimuli are presented, one in each quadrant of the screen. These stimulus arrays can include emotional faces or scenes and are typically presented for 20–30 sec during which participants are simply asked to look at the screen as they would a picture book or TV. An eye tracker is used to track patterns of gaze throughout each trial. Another variant of a passive viewing task includes only a single stimulus on the screen at a time. For these types of tasks, either an eye tracker is used to track fixations to various areas of interest within each stimulus or ERPs are used to index neural reactivity to the image.

Finally, we should note that some researchers have used an emotional variation of the classic Stroop task [Stroop, 1935] as a measure of attention (or the resolution of attentional interference). In this task, participants are asked to name the colors of variously presented emotional and nonemotional words. The primary assumption for this task is that responses will be slower if attention is captured by the content of the word rather than the color. Words with greater self-relevance (i.e., threat words to someone who is anxious) should theoretically create greater attentional interference with naming the word color. Although this task has been used frequently, there is concern that the emotional Stroop test does not provide a clear or precise index of attentional bias [Algom et al., 2004]. Other assessments that more directly measure the resolution of attentional interference should be considered, such as flanker tasks with emotion stimuli, for future research in this area [cf. Pe et al., 2013].

Psychometric Properties of Various Methods Used to Assess Attentional Biases

Before moving on, is it important to discuss the psychometric properties of the various indices of attentional bias used in research,
particularity their reliability. This is important because reliability places an upper limit on validity (i.e., the observed correlation between two variables is equal to the true correlation of those two variables multiplied by the square root of the product of the reliability of each variable). If we hope to use attentional biases as (endo)phenotypes for genetic association studies, therefore, the reliability of our attention bias index can dramatically affect our risk of Type II (and Type I) errors.

As noted above, the vast majority of studies that have examined attentional biases relevant to depression and anxiety have utilized attentional bias scores derived from RTs in the dot probe task. However, recent research examining the psychometric properties of RT indices of attentional bias have shown that they have poor split-half and retest reliability [Schmukle, 2005; Staugaard, 2009; Brown et al., 2014; Kappenman et al., 2014a,b; Price et al., 2015]. For example, studies have yielded split-half reliability estimates of -.18 to .35 for RT indices of bias [Staugaard, 2009; Brown et al., 2014; Kappenman et al., 2014a,b; Price et al., 2015]. Although rarely examined, there is evidence that eye tracking [Price et al., 2015] and ERP [Kujawa et al., 2013; Moran et al., 2013; Kappenman et al., 2014a,b] indices of attentional bias have stronger reliability than RT indices. For example, studies have yielded split-half reliability values of .32 to .33 for eye-tracking indices of bias [Price et al., 2015] and .52 to .79 for ERP indices of bias [Moran et al., 2013; Kappenman et al., 2014a,b]. Further, RT indices of attention bias are not significantly correlated with indices of bias obtained via eye tracking [Mogg et al., 2000; Stevens et al., 2011] or ERPs [Kappenman et al., 2014a,b]. Based on this, it appears that ERP indices of bias have the strongest reliability followed by eye tracking indices. In contrast, the reliability of RT indices of attention bias are highly variable, sometimes yielding a negative correlation between values obtained for even and odd trials. This said, new approaches that rely on trial level RT data have been proposed and appear promising (e.g., split half reliability ranged from .58 to .67; Zvielli et al., 2014), although additional validation is needed.

**LINKS WITH DEPRESSION AND ANXIETY**

**Studies Using Reaction Time Indices of Attentional Bias**

Despite questions about the reliability of RT indices of attentional biases, research using these indices from the dot probe task has found strong support for the hypothesis that anxiety and depression are associated with attentional biases for disorder-specific stimuli. Specifically, symptoms and diagnoses of anxiety are associated with attentional biases for threat-relevant stimuli (e.g., angry or fearful faces) whereas symptoms and diagnoses of depression are associated with attentional bias for depression-relevant stimuli (e.g., sad faces; for reviews, see Bar-Haim et al., 2007; Gotlib and Joormann, 2010; Peckham et al., 2010; Joormann and Arditte, 2014).

Studies have also supported cognitive theories regarding the time course of these biases. For example, consistent with the hypothesis that anxiety is associated with biases in the initial allocation of attention, but not sustained attention, findings are stronger with shorter stimulus presentation durations (≤500 msec) than longer stimulus presentation durations (≥1000 msec) [Bar-Haim et al., 2007]. In contrast, studies examining attentional biases in depression have found stronger support when using relatively longer stimulus presentation durations (≥1000 msec), which is consistent with the hypothesis that depression is associated with biases in sustained attention or difficulty disengaging attention from depression-relevant stimuli [Gotlib and Joormann, 2010; Joormann and Arditte, 2014]. Importantly, these biases are not merely correlates of current symptoms, but also predict prospective change in depressive and anxious symptoms over time [Beeser and Carver, 2003; Gibb et al., 2009; Van Bockstaele et al., 2014]. In addition, there is growing evidence that variations of the dot probe designed to reduce attentional biases can be used to effectively treat anxiety and depression [Hakamata et al., 2010; Hallion and Ruscio, 2011; Kuckertz and Amir, 2015].

**Studies Using Indices of Attentional Bias Derived From Eye Tracking or ERPs**

Even if one were to ignore questions about the reliability of RT indices of attention bias, another limitation of this approach is that, at best, it provides only a snap shot of attentional processes—where attention was allocated at the precise moment the probe appeared (e.g., 500 or 1000 msec after stimulus onset). However, attention is a multi-faceted construct that can be decomposed into a number of distinct processes including involuntary capture of attention by a salient stimulus, voluntary shift of attention toward a stimulus, disengagement of attention, and inhibition of return to a recently-attended location.

To address this more nuanced view of attentional biases, researchers have begun to assess patterns of attentional processing across the entire time course of a trial using eye tracking. These studies have supported the hypothesis that, during free or passive viewing paradigms, anxious participants exhibit increased initial orienting to threat-relevant stimuli compared to nonanxious controls, but no differences in sustained attention [Armstrong and Olatunji, 2012]. In contrast, whereas depressed individuals do not differ from controls in initial orienting of attention, they do exhibit biases in sustained attention, specifically increased sustained attention to depression-relevant stimuli and decreased sustained attention to positive stimuli [Armstrong and Olatunji, 2012]. In addition, one study found that biases in sustained attention to sad faces during a passive viewing task assessed in soldiers prior to deployment to Iraq moderated the impact of war zone stress on prospective increases in depressive symptoms [Beeser et al., 2011a]. Specifically, greater attention to sad faces during the passive viewing task (total fixation time, longer mean fixation time, number of fixations) predicted greater increases in depressive symptoms among those soldiers exposed to higher levels of war zone stress. Also in this study, shorter mean fixation time to fear faces (but not total fixation time or number of fixations) predicted increases in symptoms of posttraumatic stress disorder (PTSD) among those exposed to higher levels of war zone stress.

These latter findings are consistent with the larger body of research reviewed earlier suggesting that attentional biases are
specific to disorder-relevant stimuli, but contradict other research in suggesting that threat avoidance (rather than preferential attention toward threat) may increase risk for PTSD. Providing a potential explanation for these contradictory results, there is evidence from one study that the direction of attention bias to threat-relevant stimuli exhibited may differ based on one’s proximity to real-world threat, with greater avoidance of threat-relevant stimuli and higher levels of internalizing symptoms observed among individuals living in closer proximity to war-related stress [Bar-Haim et al., 2010]. Additional research in this area is clearly needed and may have important implications regarding differentiations among the different RDoC threat constructs within the Negative Valence Systems domain (i.e., Acute Threat vs. Potential Threat vs. Sustained Threat).

Finally, we should note that despite the strengths of eye tracking, it still relies on a behavioral index of attentional allocation (eye movements). To complement this research, the use of ERP measures may allow an examination of more covert indices of initial and sustained attention. Studies in this area have focused on a number of ERP components reflecting initial orienting of attention (e.g., P1, P2, N1, N170, N2pc) as well as sustained attention (e.g., late positive potential [LPP], sustained posterior contralateral negativity [SPCN], P3b) [for reviews, see Hajcak et al., 2012; Luck, 2012; Luck and Kappenman, 2012].

The results from studies focused on ERP indices of attentional bias have differed somewhat from those obtained from studies using behavioral measures of attentional bias (i.e., reaction time or eye-tracking indices). The majority of this research has focused on ERP indices of biased attention in anxiety and has generally found that anxiety is associated with both early (e.g., P1, N170) and sustained (LPP) attention to threat-relevant stimuli [Bar-Haim et al., 2005; Holmes et al., 2008; Eldar et al., 2010; MacNamara and Hajcak, 2010; Staugaard, 2010; Frenkel and Bar-Haim, 2011; Solomon et al., 2012; O’Toole et al., 2013; Rossignol et al., 2013]. Although there is considerably less ERP research examining attentional biases in depression than anxiety, there is evidence that depression is associated with reduced sustained attention (smaller LPP and P3b magnitudes) to emotional stimuli. However, in contrast to findings from behavioral measures of attentional bias (reaction time or eye tracking), this bias is observed for emotional stimuli generally and does not appear to be specific to depression-relevant stimuli [Bruder et al., 2012; Proudfit et al., 2014].

This inconsistency brings up an important and as yet unresolved point. A key difference across tasks is the number of stimuli presented, which varies for the studies reviewed here from one stimulus at a time (Posner spatial cueing tasks and single stimulus passive viewing tasks with ERPs) to two stimuli (dot probe) to four stimuli (multi-stimulus passive viewing task with eye tracking). It is likely that stimulus competition plays an important role in what specific pattern of attentional allocation will be observed in terms of initial orienting, sustained attention, and difficulty disengaging attention. Future research that includes multiple tasks administered to the same participants is needed to disentangle these more nuanced effects. For example, it would be useful to know whether, for example, blunted late stage neural activity (e.g., LPP) in response to emotion stimuli is associated with visual gaze biases.

Attentional Biases in Comorbid Depression and Anxiety

Up to this point, we have focused on studies examining attentional biases in depression or anxiety individually. In contrast, surprisingly few studies have examined attentional biases among individuals with comorbid depression and anxiety. This is somewhat surprising given that comorbidity is often the rule rather than the exception in epidemiological studies [Kessler et al., 2005; Merikangas et al., 2010]. Among the studies that have been conducted, evidence for the impact of comorbidity is mixed. For example, one study found that individuals with pure social phobia, but not those with comorbid social phobia and depression, exhibited an attentional bias toward threat-relevant stimuli (social threat words) presented for 500 msec [Musa et al., 2003]. In contrast, another study found that an attentional bias toward threat-relevant stimuli (angry faces presented for 1000ms) was only observed among individuals with comorbid social phobia and depression, but not those with pure social phobia [LeMoult and Joormann, 2012]. Finally, one study found that whereas adolescents with a pure anxiety disorder (without comorbid depression) exhibited an attentional bias toward angry faces and adolescents with pure depression (without comorbid anxiety) exhibited an attentional bias toward sad faces, adolescents with comorbid depression and anxiety exhibited attentional biases toward both face types [Hankin et al., 2010b]. Given the high level of comorbidity typically seen between depression and anxiety, this is clearly an area in need of additional research.

In this light, we should also acknowledge the obvious: anxiety disorders are a heterogeneous group. Indeed, there is some evidence that, although many of the anxiety disorders are characterized by biased attention for threat-relevant stimuli (e.g., angry or fearful faces), the direction of this bias may differ based on the specific disorder considered. For example, there is evidence from a sample of children that whereas distress-related anxiety disorders (e.g., GAD) are associated with preferential attention toward threat, fear-related anxiety disorders (e.g., social phobia, separation anxiety disorder, specific phobia) are associated with attentional avoidance of threat-relevant stimuli [Waters et al., 2014]. Therefore, consistent with the RDoC initiative, future research may benefit from a focus on specific symptom clusters (e.g., anxious arousal) rather than broader and more heterogeneous diagnostic categories.

Summary

In summary, research using a variety of tasks and methods has largely supported cognitive theories regarding the nature of attentional biases in depression and anxiety. Specifically, whereas both depression and anxiety are related to attentional biases for affectively-salient stimuli, as highlighted in the RDoC matrix for the Loss and Sustained Threat constructs, the focus and time course of these biases appear to differ. Specifically, whereas anxiety appears to be characterized by biases in initial orienting of attention toward threat-relevant stimuli, depression appears to be characterized by biases in sustained attention rather than initial orienting such that depressed individuals exhibit difficulty disengaging their attention
from depression-relevant stimuli (e.g., sad faces). This said, there is some evidence that the direction of the attentional bias for threat-relevant information in anxiety may vary based on contextual factors [Wald et al., 2013] or may follow a vigilance-avoidance pattern, at least for some forms of anxiety [Calvo and Avero, 2005; Koster et al., 2005; In-Albon et al., 2010; Schofield et al., 2013]. Similarly, there is evidence that the direction and stimulus specificity of attentional biases in depression may be affected by the type of paradigm chosen, for example the presence versus absence of competing stimuli presented simultaneously. Finally, with regard to comorbid depression and anxiety, there is too little research to form any firm conclusions. Also, as noted above, and consistent with the general thrust of RDoC, research is needed that focuses on more specific symptom domains associated with the RDoC Loss and Sustained Threat constructs (e.g., anhedonia/low positive affect and anxious arousal, respectively) rather than broader symptoms or diagnoses of depression or anxiety. This will help to clarify which specific component (e.g., initial allocation versus sustained attention) and focus (threat versus loss) of attention are biased, and the direction of that bias (toward or away from) in relation to each RDoC construct.

NEURAL UNDERPINNINGS

Attentional biases are thought to be driven by disruptions in cortico-limbic circuitry. Specifically, attentional biases, broadly defined, are thought to result from hyperactivation in limbic areas (e.g., amygdala) in response to salient emotional stimuli that are not effectively downregulated by areas of the prefrontal cortex [Bishop, 2008; Frewen et al., 2008; De Raedt and Koster, 2010; Disner et al., 2011]. Initial capture of attention is influenced by activation of the amygdala by salient emotional stimuli [Bishop, 2008; Frewen et al., 2008; De Raedt and Koster, 2010; Disner et al., 2011]. Although it was initially thought that the amygdala only responds to threat-relevant stimuli, it is now clear that the amygdala is sensitive to various forms of emotional stimuli including fearful, happy, and sad facial stimuli [Fusar-Poli et al., 2009]. Evidence from intracranial ERP suggests an early amygdala response to emotional stimuli (fearful faces) that is later modulated by attention [Pourtois et al., 2010], demonstrating that amygdala activation to emotional stimuli precedes attentional allocation to the stimuli.

Significant work has also examined the neural systems that support sustained attention to negative affective information. The lateral prefrontal cortex (lPFC), including the right inferior frontal gyrus, appears to have a central role in the shifting of attention away from emotional information. The lPFC is more generally implicated in cognitive control, especially when competing responses have to be inhibited or new information is selected [Aron and Poldrack, 2005; Nee et al., 2007; Helfinstein et al., 2014]. The lIPFC also contributes to action selection and execution using external (e.g., cues in the environment) rather than internal cues as a guide [Matsumoto and Tanaka, 2004]. In line with these findings, prior research indicates that the lPFC is strongly engaged during successful cognitive regulation of emotional information [Ochsner et al., 2002; Ochsner and Gross, 2005].

The IPFC is part of a larger neural system that is involved in attention control [Beevers et al., 2010a]. Prior work has identified seven nodes involved in the shifting of attention from emotion stimuli and form an attention control network: right inferior frontal gyrus, right middle frontal gyrus, dorsal anterior cingulate gyrus, left middle frontal gyrus, right supramarginal gyrus, left supramarginal gyrus, and a node located in the precuneus region of the occipital lobe. The latter is representative of the occipital/temporal activation associated with visual object processing. We focus primarily on the lPFC in this section, as it has a central role in attention control and a number of imaging and genetic studies have investigated it in this context.

There is evidence that altered lPFC function contributes to negatively biased attention among adults with elevated symptoms of depression. Compared to women with few symptoms of depression, women with elevated depression symptoms showed weaker activation in the inferior frontal gyrus, middle frontal gyrus and the supramarginal gyrus, primarily in the right hemisphere, when required to shift attention away from negative stimuli. In contrast, no depression group differences were observed in the lateral prefrontal cortex for shifting attention away from non-emotional cues [Beevers et al., 2010a]. Alterations within the IPFC and attention control network have also been observed among adolescents who are at risk for depression by virtue of having a parental history of MDD. Prior work has shown that this group displays a negative attention bias using a behavioral reaction time task [Joormann et al., 2007]. Further, adolescents with a parental history of depression also had lower levels of functional connectivity within a circumscribed network of brain regions underlying attentional control, including the right IPFC [Clasen et al., 2014]. More specifically, whole-brain omnibus functional connectivity maps indicated lower levels of connectivity between the right inferior frontal gyrus seed and regions of right dorsal lateral prefrontal cortex and left and right mesial prefrontal cortex in those with a parental history of MDD relative to adolescents with no parental history of MDD. Similarly, using a priori unbiased ROIs from prior work [Beevers et al., 2010a], adolescents with a parental history of depression had lower levels of resting state connectivity between the right middle frontal gyrus and the right inferior gyrus region and right supramarginal gyrus [Clasen et al., 2014], compared to adolescents with no parental history of MDD.

Neural Activity During Tasks Designed to Manipulate Attentional Biases

Research has also sought to experimentally manipulate negative attention bias in an effort to identify causal associations between the attention control network and negative attention biases. This work is important because it can simultaneously demonstrate that activity within the IPFC and associated regions is important for attention control over emotion stimuli and document whether these cognitive systems are amenable to change (i.e., determine its plasticity). In a study with healthy controls [Browning et al., 2010], two attention training conditions, provided in a single training session, were used: attend towards threat stimuli or attend away
from threat stimuli. Attention training induced attention biases in the expected direction and led to increased lPFC activation when participants directed their attention in the opposite direction from what they were trained (attending toward threat in the attend away condition). Analyses indicated that the rostral anterior cingulate cortex (ACC) displayed a similar pattern of activity as the vIPFC, consistent with the idea that the IPFC and ACC are part of a larger network involved in attention control over emotional stimuli.

A similar attention training study was completed among fourteen adults high in social anxiety [Taylor et al., 2014]. This study found that a single session of attention training away from threat-relevant stimuli reduced bilateral amygdala, insula, and subgenual anterior cingulate cortex activity in response to emotional faces relative to shapes. Further, ventral medial PFC (vmPFC) and orbitofrontal cortex (OFC) activity significantly increased for this same contrast from before to after attention training. Attention training also reduced stress reactivity and threat bias among those with greater increases in vmPFC activation. This study suggests that the effects of attention training on symptom reduction may be mediated by its impact on reducing bottom-up reactivity and enhancing top-down regulation over threatening stimuli.

Additional evidence for the role of the IPFC comes from a study that examined the impact of transcranial direct current stimulation (tDCS) during attention bias modification. In this study [Clarke et al., 2014], the application of tDCS to the left dorsolateral prefrontal cortex (dIPFC) moderated the impact of attention retraining such that participants receiving active stimulation of the dIPFC exhibited greater change in attentional bias than those in the sham stimulation condition [Clarke et al., 2014].

Recent work has also examined whether attention training changes resting state connectivity within the attention control network among clinically depressed adults [Beevers et al., 2015]. This study involved two training conditions: training attention away from negative stimuli and towards neutral stimuli or placebo attention training. Prior to attention training, weaker connectivity between the right middle frontal gyrus (rMFG) and dorsal anterior cingulate cortex (dACC) was associated with greater negative attention bias. Further, active attention training was associated with reductions in negative attention bias and greater increases in connectivity between the rMFG and dACC compared to the placebo attention training condition. These findings highlight the importance of the attention control network and point to interventions that may improve attention control.

**GENETIC INFLUENCES**

**Twin Studies**

Only three twin studies of which we are aware have examined the heritability of attentional biases for emotional information. The first study focused on reaction time indices of attentional bias in the dot probe task in a sample of 300 eight-year-old twins [Brown et al., 2013]. This study found no evidence of genetic or shared environmental influences on attentional biases or negative stimuli. However, as noted earlier, reaction time indices of attentional bias suffer from low reliability, which may have contributed to the null findings. Indeed, the split-half reliability of bias scores in negative-neutral trials from this study was almost zero ($r = .02$). Although the reliability of bias scores for positive-neutral trials was stronger ($r = .55$), it was still rather modest and the authors did not report heritability estimates for attentional bias for positive stimuli.

Focusing on ERP indices, two studies have examined the heritability of the P300 and LPP ERP components in response to emotional stimuli. These studies found heritability estimates of $0.40–0.55$ for the P300 [Anokhin et al., 2010; Weinberg et al., 2015], with significant but weaker heritability estimates for the LPP ($h^2 = .20-.47$) [Weinberg et al., 2015]. Importantly, there was also substantial genetic influence on the modulation of the P300 in response to emotional versus neutral stimuli ($h^2 = .22-.30$), demonstrating genetic influences specifically on the increase in P300 observed in response to emotional relative to neutral stimuli [Weinberg et al., 2015]. These heritability estimates are consistent with those reported for ruminations ($h^2 = .37-.41$) [Johnson et al., 2014], which is a construct thought to underlie multiple forms of information processing biases including attentional biases, particularly with regard to biases in sustained attention and difficulty disengaging attention from negative stimuli [Donaldson et al., 2007; Koster et al., 2013; LeMoult et al., 2013; Duque et al., 2014].

These results are complemented by a larger body of twin research that has demonstrated clear genetic influences on neural regions thought to underlie attentional biases. For example, in the only twin study of which we are aware to examine genetic influences on amygdala activation during emotional tasks, 57% of the variability in amygdala activation to emotional faces in adult male twins was attributable to genetic factors [Jacobson and Cremers, 2014]. Studies have also suggested substantial genetic influences on the structure (e.g., volume) of brain regions thought to underlie attentional biases. Although the relation between structural and functional differences in brain is complex and remains an active area of research [Messé et al., 2014], heritability studies of structural differences in the brain regions/circuits implicated in attentional bias suggest an important role for genetics in explaining this variability. For example, studies have suggested heritability estimates ($h^2$) of $0.42–0.66$ for amygdala volume [Kremen et al., 2010; Lewis et al., 2014; Rentería et al., 2014], .69 for frontal lobe volume [Blokland et al., 2012], and .25–.61 for cortical thickness in prefrontal areas [Blokland et al., 2012], with significant variability across regions and evidence of region-specific genetic influences [Eyler et al., 2011; Blokland et al., 2012; Rentería et al., 2014]. Finally, twin studies have documented significant genetic influences on uncinate fasciculus microstructure ($h^2 = 0.21$) [Blokland et al., 2012], which is a white matter tract connecting limbic and prefrontal regions.

**Candidate Gene Studies**

Building from these studies, researchers have begun to examine specific genetic influences on attentional biases. These studies have focused on polymorphisms in candidate genes linked to activity in the cortico-limbic areas underlying the biases and/or to activity of the hypothalamic pituitary adrenal (HPA) axis. The most frequently studied of these is a polymorphism (5-HTTLPR) in the serotonin
expressing (short [S] or LG) allele, compared to those homozygous for the higher expressing (Lc) allele, exhibit greater amygdala activation to negative stimuli (for a meta-analytic review, see Munafò et al., 2008), reduced structural [Pacheco et al., 2009] and functional [Pezawas et al., 2005] connectivity between amygdala and prefrontal regions, and increased HPA axis (cortisol) reactivity to laboratory-based stressors (for a meta-analytic review, see [Miller et al., 2013]. Importantly, the results of a meta-analysis also showed that individuals homozygous for the lower expressing 5-HTTLPR alleles (S or Lc) exhibit greater attention toward negative stimuli than individuals carrying one or two copies of the higher expressing alleles (Lc) [Pergamin-Hight et al., 2012]. This relation was specific to attentional biases for negative stimuli and was not observed for positive stimuli.

In addition to studies focused on reaction time indices of attentional bias, more recent research has focused on eye tracking indices of attentional bias. Two studies have now shown that, within the context of a passive viewing task in which four images (e.g., threatening, dysphoric, positive, neutral) appear on computer screen for a relatively long stimulus presentation duration, individuals recruited from the community who with one or two copies of the 5-HTTLPR S or Lc allele exhibit increasing attention specifically toward positive stimuli over the course of each 30-sec trial [Beever et al., 2010b, 2011b]. These findings have been interpreted as an effort among to S/LG carriers to downregulate heightened reactivity, which is consistent with emotion regulation models highlighting the role of attentional allocation as a mood regulation strategy [Gross, 2014].

Although, as noted above, the overwhelming majority of candidate gene studies examining genetic influences on attentional biases has focused on 5-HTTLPR, there have been some studies that have examined polymorphisms in other genes. For example, building from research suggesting that norepinephrine reuptake inhibitors (NRIs), specifically reboxetine, may have similar effects on the neural mechanisms underlying attentional biases as those observed for SSRIs [Nobury et al., 2007; Harmer et al., 2009b], researchers have examined genes that affect norepinephrine activity. For example, there is evidence that a nine base pair insertion/deletion polymorphism in the alpha-2B adrenergic receptor (ADRA2B) is related to emotional memory and attentional biases, with carriers of the deletion variant exhibiting more biased processing of emotional stimuli [Todd et al., 2013; Markovic et al., 2014; Shoumin et al., 2014; Li et al., 2015].

Finally, studies have examined the influence of genes associated with dopaminergic activity given its role in prefrontal function. For example, the dopamine receptor D4 (DRD4) is highly distributed in the prefrontal cortex [Oak et al., 2000] and DRD4 genotype has been associated with enhanced anterior cingulate cortex function (a dopamine rich brain region) and better executive attention [Fan et al., 2003], which is involved in the control of cognition and emotion [Bush et al., 2000]. Carriers of the DRD4 Long allele (7 or more repeats) show disruptions in various forms of attention, particularly sustained attention, and there is evidence from two studies showing that carriers of the DRD4 Long allele exhibit greater increases in attentional bias to faces than short allele homozygotes following a sad mood induction [Wells et al., 2013], suggesting that it may play a role in the expression of mood-congruent attentional biases. Studies have also found links between other genes associated with dopaminergic function and attentional biases including variation in the gene coding for the catechol-O-methyltransferase (COMT) enzyme, which breaks down dopamine and is primarily responsible for dopamine clearance in the prefrontal cortex [Frank et al., 2009]. The Val variant of the COMT (rs4680) genotype catalyzes dopamine uptake up to four times the rate of the COMT Met variant [Egan et al., 2001]. There is evidence that carriers of the COMT Met allele, compared to Val allele homozygotes, exhibit increased activation in limbic areas and areas of the PFC (vPFC, dPFC) when viewing negative stimuli [Smolka et al., 2005] and greater attentional biases for negative facial expressions (sad, fearful, and angry) [Gong et al., 2013; but see also Lonsdorf et al., 2013].

**Polygenic Influences**

Although much of the research in psychiatric genetics generally, and in attentional bias research more specifically, has focused on the influence of single candidate genes, there is growing recognition that individual genes contribute a small amount of variance to a given (endo)phenotype [Vrieze et al., 2012]. More recently, therefore, researchers have focused on polygenic influences, the combined influence of multiple variants across a number of genes [e.g., The International Schizophrenia Consortium, 2009; Wang et al., 2010]. Although there are a number of methods that are possible for choosing a gene set for these analyses, one approach is to focus on the aggregate influence of genes within a given biological pathway.

For example, a number of studies have suggested that selective serotonin reuptake inhibitors (SSRIs) may exert their therapeutic effects by helping to normalize neural circuits (e.g., amygdala and medial PFC) underlying information-processing biases [Harmer et al., 2009a; Pringle et al., 2011; Roiser et al., 2012] including attentional biases [Wells et al., 2014]. These effects are rapid and can be seen after a week of treatment [Harmer et al., 2004; Harmer et al., 2006; Di Simplicio et al., 2012; Godlewksa et al., 2012] or even after a single dose [Schafer et al., 2014]. Seeking to index disrupted serotoninergic functioning more generally, therefore, researchers have begun to examine aggregate levels of influence across multiple genes known to influence serotoninergic activity.

In one study [Disner et al., 2014], a polygenic score (PGS) was calculated based on variation in the serotonin transporter gene (SLC6A4) and 5-HTTLPR as well as variation in two serotonin receptor genes (HTR1A rs6295 and HTR2A rs6311) by summing the number of “risk” alleles across all three polymorphisms (i.e., the number of SLC6A4 S-HTTLPR S/Lc alleles, HTR1A rs6295C alleles, and HTR2A rs6311C alleles). In this study, participants completed a passive-viewing eye-tracking task in which they were presented with four stimuli on the screen at a time for 30 sec (positive, dysphoric, threatening, and neutral) during which patterns of eye gaze to each stimulus were tracked. This assessment was
administered before and after a sad mood induction. Participants with higher PGS scores who were more reactive to the sad mood induction exhibited greater increases in gaze to dysphoric images and decreases in gaze to positive images. Importantly, these effects were only significant for the PGS; results for the genes examined individually were not significant suggesting that a PGS approach may help to account for some differences in genetic background that might otherwise be obscured in a single locus analysis. This demonstrates the benefit of examining the cumulative influence of multiple genes within a given biological system, an approach that is seeing increasing traction in psychopathology research more generally [Derringer et al., 2010; Wang et al., 2010; Nikolova et al., 2011; McGeary et al., 2012].

**Summary**

In summary, findings from candidate gene studies have suggested specific genetic influences on attentional biases. These studies largely build from imaging and pharmacological studies, which is consistent with the RDoC goal of building a coherent understanding of a given construct across multiple units of analysis from genes through molecules and neural circuits to physiology and behavior. This said, however, variation in individual genes accounts for only a small percentage of the variance in attentional biases (e.g., 5-HTTLPR accounts for only 4-5% of the variance in attentional biases to negative stimuli, which is likely an overestimate of the true effect size given the relatively small sample size of the studies to date [Pergamin-Hight et al., 2012]) and twin studies have suggested that the genetic influences may account for as much as 55% of the variance in attentional biases [Weinberg et al., 2015]. Therefore, additional efforts focused on examining the combined influence across multiple genes within a give biological system is necessary for there to be significant progress in this field [e.g., Disner et al., 2014].

**ROLE OF THE ENVIRONMENT AND DEVELOPMENT**

The domains/constructs and units of analysis of the RDoC matrix are part of a larger four-dimensional matrix that also includes environmental and developmental influences [Casey et al., 2014; Cuthbert, 2014; Woody and Gibb, 2015]. Forms of psychopathology are viewed as neurodevelopmental diseases that develop in, and are maintained by, specific environmental factors. Attentional biases are hypothesized to develop during childhood, stabilize in adolescence, and contribute to the development and maintenance of psychopathology across the lifespan. More specifically, theorists have suggested that biased processing of affective stimuli develops in response to specific, affectively-salient environmental influences [Pollak, 2003; Gibb et al., 2011] and that the impact of these environmental influences on the development of attentional biases may be stronger among those with more reactive genotypes [Gibb et al., 2013]. There is growing evidence for these types of gene × environment (G×E) models of risk for attentional biases. Again, though, most of the research to date has focused on the influence of 5-HTTLPR. These studies have shown that 5-HTTLPR genotype moderates the link between (i) expressed-emotion criticism and children’s attentional biases for angry faces [Gibb et al., 2011], (ii) histories of childhood physical abuse and women’s attentional biases for angry faces [Johnson et al., 2010], (iii) maternal history of major depression and children’s attentional biases for sad faces [Gibb et al., 2009], and (iv) levels of war zone stress and increases in sustained attention to negative stimuli among soldiers [Disner et al., 2013]. In each of these cases, the link between environmental stress and experience-specific attentional biases was stronger among those carrying the lower expressing 5-HTTLPR alleles (S or Lc).

More recently, researchers examined polygenic influences across genes known to affect HPA axis reactivity [Owens et al., in press]. This study focused on FKBP5, which regulates the sensitivity of the glucocorticoid receptor [Zannas, 2014], moderates the impact of early life stress on risk for MDD [Zannas, 2014], and is associated with attentional bias to threat [Fani et al., 2013], and CRHR1, which codes for the corticotropin releasing hormone receptor and affects the level of cortisol released in response to a laboratory-based stressor [Sheikh et al., 2013]. There is evidence that three CRHR1 SNPs – rs7209436, rs110402, and rs242924 – form a protective TAT haplotype and carriers of this haplotype are at reduced risk for depression in the context of early life stress compared to individuals with no copies of the haplotype [Bradley et al., 2008; Polanczyk et al., 2009; Laucht et al., 2013]. In this study, a PGS reflecting alleles associated with greater HPA axis reactivity across both genes (i.e., greater number of FKBP5 rs1360780 T alleles and a fewer number of copies of the CRHR1 TAT haplotype) moderated the link between maternal depression and eye-tracking indices of attentional bias in children during a passive viewing task [Owens et al., in press]. Specifically, among children of mothers with a history of MDD, higher PGS scores were associated with greater gaze duration to happy faces and shorter gaze duration to sad faces. In contrast, among children of mothers with no history of MDD, PGS scores were not significantly associated with attentional bias for any of the facial displays of emotion (sad, happy, angry, neutral).

This study highlights an important point about potential developmental differences in the presentation or function of attentional biases, at least in terms of depression-relevant attentional biases. Specifically, whereas the relation between anxiety and attentional biases toward threat-relevant stimuli appears to be consistent across children, adolescents, and adults [Bar-Haim et al., 2007], there is evidence that depressed and at-risk children and infants may display attentional avoidance of, rather than preferential attention toward, sad stimuli [Boyd et al., 2006; Connell et al., 2013; Field, 1995; Hernandez-Reif et al., 2006; Gibb et al., 2009; Harrison and Gibb, 2014; but see also Joormann et al., 2007; Kujawa et al., 2011]. However, at this point the evidence is still somewhat mixed and differences in findings across studies, at least among at-risk samples, may have been due to the inclusion of a negative mood induction prior to the assessment of attentional biases in some studies [Joormann et al., 2007; Kujawa et al., 2011] but not others [Gibb et al., 2009]. There is also evidence that genetic variation may contribute to the mixed findings. For example, ignoring the potential influence of child genotype, one study found that children of depressed mothers, compared to children of never depressed mothers, exhibited more sustained attention toward sad faces [Owens et al., in press]. However, child genotype moderated this relation such that children carrying more
copies of polymorphisms in genes associated with greater HPA axis reactivity exhibited less sustained attention to sad faces and more attention to happy faces, which may have reflected a mood regulation strategy [see also Harrison and Gibb, 2014]. Finally, although less theoretically interesting, it is possible that the mixed findings were due to studies’ reliance on traditional reaction time indices of attentional bias [Joormann et al., 2007; Gibb et al., 2009; Kujawa et al., 2011], which, as reviewed earlier, tend to exhibit poor reliability [Brown et al., 2014; Kappenman et al., 2014a; Price et al., 2014; Waechter et al., 2014].

To the extent that the form or function of attentional biases is different in children than in adults, it would be consistent with a larger body of research showing development changes (and reversals) in a number of related processes including developmental shifts in the direction of amygdala-prefrontal connectivity [Gee et al., 2013], cortisol reactivity to stress [Hankin et al., 2010a], and pupillary reactivity to affectively salient stimuli [Silk et al., 2009]. Finally, in terms of developmental influences, we should note that there are also differences in heritability estimates of different neural regions across development [Lenroot et al., 2009], though to date this research has focused on cortical but not subcortical areas and has focused on brain structure, not function. This said, it suggests age-related changes in the expression of different genes in different areas of the brain (i.e., gene × development interactions), which have not yet been examined in relation to attentional biases.

Summary

In summary, there is growing support for the role of specific environmental influences on attentional biases. There is also evidence that the impact of these environmental influences on attentional biases may be stronger among individuals carrying genetic variants associated with greater HPA axis reactivity. This line of research is still in its infancy, however, and there are a number of important questions remaining. For example, no study of which we are aware has examined prospective changes in attentional biases, which is essential if we want to know what factors contribute to the actual development of these biases. Additional research is also needed to understand how the nature or function of these biases may change across development as well as potential gene × development interactions.

AREAS OF FUTURE RESEARCH

There are at least three key areas of future research in this area. First, as noted previously, there must be increased precision in our assessment of attentional biases. The reliability of reaction time indices of attentional bias is simply too low to provide a reliable marker [Schmukle, 2005; Staugaard, 2009; Brown et al., 2014; Kappenman et al., 2014a,b; Price et al., 2015]. Future studies should focus on eye tracking and ERP indices of attentional bias, which have stronger psychometric properties [Kappenman et al., 2014a, b; Kujawa et al., 2013; Moran et al., 2013; Price et al., 2015]. Studies should also report the reliability of the attention bias indices in their samples (e.g., split half reliability). These studies should also seek to provide a more fine-grained assessment of the key aspects of attention thought to be disrupted in the RDoC constructs of Loss and Sustained Threat, specifically biases in initial orienting versus sustained attention, overt versus covert attention, and specificity regarding the target stimulus (e.g., threat versus loss relevant stimuli). In addition, it should be noted that the dot probe task has so dominated research in this area that “attentional bias” has become almost synonymous with “that which is measured with the dot probe”. Despite the strengths of this paradigm and the gains in theory and research it has enabled over the last three decades, it is only one task and there are other approaches that may also be useful depending on the researchers’ specific questions including the Posner spatial cueing task, passive viewing tasks including face-in-the-crowd tasks, rapid serial visual presentation tasks, and tasks designed to elicit steady state visual evoked potentials. Each of these tasks has strengths and limitations that may make each one a better versus worse fit for answering a specific research question and the use of multiple approaches within a given study will allow for a more complete and nuanced understanding of attentional biases related to Sustained Threat and Loss.

A second important direction for future research is better precision in the measurement of psychopathology. Depression is a heterogeneous disorder and the anxiety disorders are clearly heterogeneous. Indeed, the primary goal of RDoC is to determine key mechanisms that may cut across current diagnostic boundaries. Therefore, when examining symptom correlates of the RDoC Loss and Sustained Threat constructs, researchers should seek to examine symptom clusters that may be unique to each construct, including low positive affect/anhedonia for Loss and physiological hyperarousal for Sustained Threat, distinctions that were originally made in the tripartite model of depression and anxiety over two decades ago [Clark and Watson, 1991; Watson et al., 1995a,b].

Third, significant advances are needed in our approach to examining genetic influences. To date, only three twin studies have been conducted examining attentional biases, one focused on reaction times and the other two focused on ERP indices. The reaction time study [Brown et al., 2013] found no genetic influence on attentional bias whereas the ERP studies [Anokhin et al., 2010; Weinberg et al., 2015] found heritability estimates (h²) as high as .55. Additional twin studies are needed to gain a better understanding of the amount of variance that can be explained in various measures of attentional bias by genetic and environmental influences. However, although twin studies have had a profound impact on the nature versus nurture question in psychology more generally and continue to have great utility in providing a foundation for genetic research, these methods also have some limitations. For example, it is challenging to find large enough numbers of twins to be adequately powered for unique or intensive research protocols. A further limitation of twin studies is that these methods usually provide an estimate of total heritability across all genetic influences, which does not necessarily point to biological systems that may underlie these influences. Although extensions to twin studies do allow for single genetic variants to be co-modeled with overall heritability, fundamental issues remain.

Specifically, there is a large disconnect between the overall heritability identified in twin studies and the limited amount of variance explained by individual candidate genes, raising questions about so-called “missing heritability” [Maher, 2008]. Indeed, even 5-HTTLPR, which so far has demonstrated the strongest and most
consistent link with attentional biases to negative stimuli only explains 4-5% of the variance [Pergamin-Hight et al., 2012], at best. Genetic studies of complex phenotypes with GWAS also have challenges. They require tens to hundreds of thousands of phenotype individuals and result in small amounts of variance explained by individual single nucleotide polymorphisms (SNPs) [Park et al., 2010]. Therefore, although the sum influence of genetic variation for a phenotype is captured by twin-based heritability analyses, GWAS and candidate gene studies account for a tiny fraction of the heritable factors, leaving a significant gap or discrepancy in the variance identified. This gap leaves unanswered a number of important questions about the relevance of rare versus common variants, epistasis, and G×E interaction.

A relatively new quantitative genetic technique seeks to fill this gap by estimating genetic influences directly from measured genotypes rather than indirectly from comparisons between groups that differ genetically, such as identical (MZ) and fraternal (DZ) twins. This technique, called genomic-relatedness-matrix restricted maximum likelihood (GREML; [Visscher et al., 2014]), compares genetic similarity across hundreds of thousands of SNPs for each pair of individuals in a matrix of unrelated individuals. This relatedness matrix is then used to predict phenotypic similarity for each pair of individuals. That is, GREML provides a characterization of the cumulative additive effects of genetic variation measured using GWAS arrays. This method can also address critical questions about the utility of GWAS arrays relative to other unmeasured genetic variation such as rare variants that might be contributing to the missing heritability problem. In a hypothetical example, if the twin-based analysis identifies heritability of an outcome at .40, GREML may provide information that common SNPs account for a discrete proportion of that total (perhaps 25%). Such information is absolutely vital to our ability to bridge heritability and candidate gene studies because it provides an upper limit to the relevance of common SNPs genotyped on GWAS arrays and may inform the extent to which whole-genome-sequencing may or may not be cost effective relative to GWAS arrays. Finally, by comparing the twin-based heritability to the SNP-based GREML heritability, we derive a measure of genetic variation not characterized by SNP arrays. This difference may highlight the relative importance of genetic variation not captured by GWAS arrays such as rare variants, fragment length polymorphisms, or other influences such as non-additive genetic effects. However, it should be noted that GREML does not typically identify which SNPs are responsible for the heritability of a trait. That said, it can help to identify sets of genes within a biological system that contribute significantly to the variance of a particular phenotype.

Although GREML provides a method for identifying the cumulative genetic influence accounted for by a gene set, another approach builds from identified candidate polymorphisms. The polygenic score (PGS) approach reviewed earlier seeks to account for more variance by aggregating the influence of individual candidate polymorphisms. Initial primitive PGS methods [e.g., Derringer et al., 2010; Nikolova et al., 2011; McGreary et al., 2012; Disner et al., 2014; Owens et al., in press] aggregated the influence of multiple polymorphisms in a simple additive manner that outperformed individual candidate polymorphisms in the amount of variance explained. In addition to accumulating small individual effects, the PGS approach also begins to account for relevant “genetic background” that may alter the effect of a single polymorphism. For example a single polymorphism may have a significantly different effect in individuals who have substantially different genetic variation in other genes within the same biological system. To the extent that a PGS models variation within this biological system, it may begin to account for this problem that has likely contributed to reliability issues within the single candidate gene literature. Advances in PGS methods allow for the constituent polymorphisms to be weighted, polymorphisms to be summed in additive and non-additive models, inclusion of haplotypes, inclusion of epistasis, and the flexibility to aggregate the influence of risk-conferring, protective, and neutral variants. As these techniques mature and improve over time, they are likely to provide critical new insights into the nature of the neurocognitive traits that RDoC describes.

Finally, with regard to future research, we should note that the replicability of candidate gene findings has come under increasing scrutiny [Munafo, 2006] and candidate gene by environment interaction (cG×E) studies have been a particular focus [Dick et al., 2011]. Nevertheless, the existence of G×E in psychiatry is undeniable (e.g., genetic risk factors for addiction or PTSD are only manifest in the presence of the environmental exposures of substances and trauma respectively). Therefore improvements in methods are required to further understanding of this phenomenon. Fortunately, a consensus is building within the field as to the best way to study and model cG×E effects [Dick et al., 2015]. As this “recipe” for cG×E research begins to be implemented more broadly and the study of cG×E continues to mature, greater understanding of the etiology, maintenance, and treatment of psychopathological conditions seems likely to emerge.

CONCLUSIONS

In summary, there is growing evidence for the role of attentional biases related to the RDoC Negative Valence Systems constructs of Sustained Threat and Loss. Although early research in this area focused exclusively on reaction time indices of attentional bias, more recent research has utilized eye-tracking and ERP indices of attentional allocation. In combination, these studies generally support the hypothesis that anxiety is associated with rapid initial allocation of attention to threat-relevant stimuli whereas depression is associated with difficulty disengaging attention from depression-relevant stimuli, though there is some evidence that there may be important developmental differences in the nature and perhaps function of attentional biases related to depression. Biases associated with both constructs are driven by disruption in cortico-limbic circuitry and research has begun to identify genetic influences on these biases. This research is clearly still in its infancy and additional research with larger samples and more precise measures of attentional biases and symptom domains is needed to take full advantage of recent advances in psychiatric genetics such as GREML and PGS approaches. These studies will help to build a more complete understanding of the specific ways in which attention biases may be disrupted, how they may impact and be impacted by other levels of analysis within each construct, and how they may be modified to provide more targeted treatments for psychopathology.
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